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Bayesian Reasoning as a response to Unger
Skeptical arguments are difficult to defeat, difficult to get around, and difficult to accept completely. In defending Skepticism Peter Unger proposes a variation of the argument of universal ignorance based on language. Unger’s conclusion is that the English language cannot be employed meaningfully regarding an external world. He expands its implication to say that one cannot be reasonable or justified about any knowledge of an external world. I reject a premise of his argument making the claim that one can be reasonable to a certain degree in their use of language, in this paper I focus only on establishing the reasonability of the use of language.
The classical skeptical of universal ignorance of an external world argues that no can claim knowledge of any external world. An argument for universal ignorance may be formulated as follows: Let’s take something ‘p’ which is something that can be known or believed about an external world.  Now let’s assume there is a person who knows that ‘p’. This person knows that ‘p’ if he at least believes that ‘p’ is true and know that he does not falsely know that ‘p’.  No one is in a position to know that they do not falsely know that ‘p’. So, no one may be said to know that ‘p’. This argument can be made again using A in place of ‘p’, where A would symbolize anything which can be known or believed about the world.  The conclusion, then, is that no one knows anything about an external world. The classical thesis is a straightforward and simple while seemingly excluding all possibility of knowledge. Further examination of the argument, however, reveals that as formulated this argument does not exclude all possibility of knowledge. Translating the assumption, if a x knows that ‘p’, that x at least believes that ‘p’ and does not falsely know that ‘p’ results in: Dom: {external world} Dict: Bxp= x believe that ‘p’; Fxp= x falsely knows that ‘p’; Kxp= x knows that ‘p’:  [(Bxp ⸱ -Fxp) → Kxp]. In presenting the argument of universal ignorance Unger makes the reference to the weakness of the material conditional. Truth functionally the antecedent of a conditional may be false while the consequent is true. The conditional as a whole is therefore true and Knowledge from conditionals is still logically possible. Peter Unger builds from this stating that an argument for skepticism must exclude all possibility of knowledge.
	To avoid the logical situation which results from the material conditional Unger sets to find a basis for the skeptical thesis in language. He argues for a different form of universal ignorance premised by a notion of a differentiation between absolute and natural terms. Absolute terms as used by Unger are limit terms which is to say that: “[t]his limit is approached to the extent that the relevant relative property or properties are absent in the thing to which one might sensibly apply the absolute term, or it’s correlative relatives” 1.  Unger uses the example of flatness, that something which is flat, that is to say absolutely flat, does not have any property of being bumpy or curved. Relative terms here are modifiers that describe the relative properties to an absolute term. For example, bumpiness or curvature are relative terms for flat or this conception of flat. Per Unger these relative terms modify the absolute terms to admit of ‘matters of degree’. This is to say that these modifiers indicate the degree to which the particular item deviates from the absolute limit set by the term. Now it seems to be the case that what may be called the set of absolute terms can be applied to any sentence of English with the absolute meaning remaining the same. The focus here is on the use of these terms, Unger’s point being when used properly these terms do not meaningful apply to the external world. So, the word ‘flat’, taken to mean absents of all bumpiness or curvature cannot be used in a meaningful way because no such instance obtains in the external world. This result is true for other terms such as ‘know’ and ‘certain’. Take ‘certain’ to be ‘certain’ of something means to lack any doubt regarding the matter. It is important to note that Unger is making a point about language not about the existence of the external world. 
	Accepting Unger’s premise should give one doubt about the usage of these terms. As was said the notion of absolute terms is a premise for Unger’s argument for universal ignorance. Unger is attempting to establish this thesis as a universal and necessary truth. Here is the argument stated simply: 
P1) If someone knows something to be so, then it is all right for the person to be absolutely certain that it is so
P2) It is never all right for anyone to be absolutely certain that anything is so.
3) Therefore, nobody knows anything 
The first premise sets on the supposition that, “…knowing entails its being all right to be certain is suggested…by the fact that knowing entail, at least, that one is certain” (Unger 98). Unger supports this claim with an example the statement ‘He knew it, but didn’t know it for certain’, according to Unger there is not truth in this statement. To ‘know’ then for Unger is to be absolutely certain; “… if someone is certain of something, then that thing is not at all doubtful… doubt is not present at all… with respect to that thing” (Unger 115). The second premise is the claim that it is never all right to be certain and thereby negates the first premise. Unger qualifies this second premise by arguing that certainty is a dogmatism since certainty requires the complete absence of doubt. This is the situation that if, “… S is certain that p, then, it follows that S is not at all open to consider any new experience or information as relevant to his thinking or position in the matter” (Unger116). A dogmatic attitude or position as this is unreasonable, so it follows that be absolutely certain is unreasonable. It may be concluded then that nobody knows anything. Unger enhances this argument by making another point regarding language. Unger argues that the use of terms in English entail some knowledge in his words, “of the sentences of the form ‘S verbs (that) p’, … cases where the verb entails its completing clause will be sentences where the replacement for ‘verbs’ is an appropriate form of the verb ‘knows, or to ‘to know’” (Unger158). His example the sentence, “Mary noticed there are tables’; the corresponding knowledge sentence is ‘Mary knew there are tables’. Unger introduces the following hypothesis to incorporate: “Whenever a sentence of the form “S verbs (that) p has the verb entail its completing clause, the verb entails its corresponding simple knowledge sentence” (Unger 162). Unger also develops this hypothesis for adjectives, demonstrating that sentences of English entail knowledge sentences based on form of sentences.  Therefore, it is not possible to claim knowledge or anything about the world because any statement presupposes knowledge. With the additionally premises of these hypotheses Unger’s argument for universal ignorance based on use of terms in the English language. 
	There are two kinds of skeptical theses which may be considered, one being skepticism of knowledge, and the other about being reasonable or justified. The latter is skepticism about rationality, and Unger expands his argument to include this thesis, “if it is true that nobody ever knows anything to be so, then it flows that it is also true that nobody is ever (even the least bit) reasonable or justified in anything…” (Unger 198).  His argument is given thusly: 
	P1) If someone is (even the least bit) reasonable in something X, then there is something which is S’s reason for X.
	P2) If there is something which is S’s reason for something X, then there is some propositional value of ’p’ such that S’s reason is that p.
	P3) If S’s reason (for something X) is that p, then S knows that.
 	4) If someone S is (even the least bit) reasonable in something X, then there is some propositional value of ‘p’ such that S knows that p. 
The first premise of this argument is self-explanatory its import lies in creating, “… a condition for someone’s being reasonable in something” (Unger 205). The premise is taken to mean that there a reason or reasons which could be assigned to something X. By being able to have reasons for something one can be reasonable. The step to the next premise is clear that if one has a reason, then, there is value p for that reason. An important detail to note is the function this premise has for it, “…it lines up one’s reason or reasons in a way that they are proportionally specific” (Unger 205). The aim of the idea being to draw a, “... [parallel] between any one’s reasons and things which one might know to be so…” (Unger 205). The third premise makes the link between reasons and knowledge. Let it be clear that this premise is not claiming that an individual knows their reasons as to be able to explicitly state them, it says that one’s reasons have a basis in knowledge the individual may have. Unger makes a parallel argument of the same form presented above regarding justification, where justification may be substituted for reason. As before Unger introduces a hypothesis regarding the English language to support his skeptical case.  First, take the sentence ‘S’s reason is that p’; the sentence form of which ‘S nouns that p’. Unger develops the hypothesis that, “whenever a sentence of the form ‘S’s noun is that p’ has the noun entail its completing clause… then the noun entails its corresponding simple knowledge sentence” (Unger 219). So, these statements entail some knowledge and any sentence claiming a reason that claim has a basis in some knowledge.  The conclusion is that, “as we can’t know ever know anything external, there can’t be any reason for us to believe anything about the ‘the external world’. 
	To begin the response to Unger’s argument some preliminaries must be touched upon which clarify my position. First, a point about logical, it is assumed that the truth-functionality of logical connectives remain true despite the skeptical thesis. This is because truth-functionality is definitional and the definition may be known without any external world having been known. Yet, Unger’s argument against rationality is based on the idea that it is never all right to know anything. The truth-functionality of logical connectives can be known with certainty since the definition of truth-functionality is based on the truth tables for various connectors. Since truth-functionality is about the relation of parts of sentences there is no worry about the meaning applied to the external world.  From here a brief overview of probability calculus and some examples supporting the idea that probability presupposes truth-functionality. We may begin with relative frequency which is to say the number of occurrences of something X may tell us something about the likelihood of that X occurring obtaining once more. Relative frequency is a value which is assigned based on available information to the person making the argument. “This relativity is to be expected on a view which regards probability as a measure of rational belief, for a reasonable person’s beliefs change according to the state of the person’s knowledge” (Copi 515). Statements of probability presuppose truth-functionality by means of observing either a positive or negative result. So, if some X has a probability z of obtaining, this value is the probability of X being true while the inverse probability (1-z), is the probability of X being false. For examples let’s take a statement of sentential logic, say, (S v -S). Logically this statement is a tautology a truth-table supports this. Written probabilistically this statement would now be P (S v -S), read as ‘the probability of S or not S’. A disjunctive probability can be found using this equation, P (p v q) = P(p) + P(q), in which we now substitute P (S v-S). Let’s say that the relative frequency of ½ is assigned to S, and we find that the inverse probability of -S is also ½.  Thus, we see that P (S v -S) = P(S) + P(-S) = ½ + ½ = 1; and further we see that a tautology may be stated in probability as P (S v -S) =1 which is read as saying that this statement always obtains or it always true. Similarly, a contradiction can be represented in probability as the P (A & -A) =0 signifying that it never obtains or is always false. 
  Probability statements are truth functional and with a basis of the truth-functional logic and the connection made between truth-functionality this may be understood. An example of independent probability will be given, the aim here being to further connect truth-functionality with probability. Let’s say that two fair coins are being flipped and we want to find P (H & H). The results of possible combinations are given in this table:
	 H         H
	     (H &H)
	C1
	C2
	P(x)
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	           T
	H
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	           F
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	     ¼ 

	F          T
	           F
	T
	H
	     ¼ 

	F           F
	           F
	T
	T
	    ¼ 



This chart satisfies the requirements of a probability function as all the separate probabilities sum to 1, additionally demonstrating the truth functionality of what P (H &H). Other logical connectives may be as given as probability statements as follows:
· Negation, given by the inverse probability rule P (1-X)
· Disjunctions given by the general rule P (p v q) = P(p) + P(q) – P(p*q)
· Conjuncts by the general rule P(p&q) = P(p) * 
· Conditionals by = 
For the purposes of this paper the focus will be on conditionals represented by probability. The issue of the material conditional is what prompted Unger to propose a language based argument for universal ignorance. Probability statements allow better translations of conditionals to a formal language. A counter may be made here that material conditionals and probability conditionals do not exactly say the same thing. A material conditional makes the claim ‘if p then q’, whereas the probability conditional written as  read as ‘the probability of q given p’. What is the difference between these conditionals statements is entailment implied by the material conditional? The entailment to q regard situations where p can be either true or false. The probability conditional presupposes that p is true and implies q. It cannot be said to be an entailment in that p follows necessarily from q. losing this necessity implication allows probability statements to better encapsulate conditional statements. The problem of the material conditional is that situations in which the antecedent is true and the consequent false which seems counter-intuitive given the entailment. But in a probability, statement a false consequent would be given a value of 0 thereby the whole statement would be 0. This is at least one way of approaching this problem probabilistically. Further, conditional probability statements can be expanded to improve accuracy. Let’s go back to the probability conditional in the = and substitute H for q and E for p, the following argument is taken from Snyder’s book the Power of Logic can be made:
1. =                                                                     Premise
2. E=                                                     Premise    
3.  =                  Premise
4. =                                                     From 1,2
5. =                                                       From 3,4
6. =                                                 Commutation
Thus, the conditional equations can be expanded to add more variables which allows the equation to better encapsulate conditionals as they may obtain in the world. From this argument, the equation know as Bayes’ Theorem has been demonstrated.  The equation derived is not the most complete form of Bayes’ Theorem. The equation is rewritten here to be complete, =. what is added it to the probability of E given H written as .  Let’s go over what this equation is saying is that the probability of H conditional on E is the ration of the probability of conjunction of H and E to the probability of E, Where H is a hypothesis and E data or evidence which supports H. 
	The applicability of Bayes Theorem is far reaching and in fact can capture many instances of events which could occur. To reiterate an earlier point probabilities are based on relative frequencies this relativity expressing a person’s rational belief given their state of knowledge. An example taken from Copi: 
“Suppose that two people are watching a deck of cards being shuffled. When the shuffle is finished, the dealer accidentally flashes the top card. One observer sees that the card is black, although he is not able to see whether it is a spade or club. But the second observer notices nothing. If the two observers are asked to estimate the probability of the top card bring a spade, the first observer would assign the probability of 1/2. But the second observer will assign the probability of ¼.” (Copi 515).
The key being that each observer assigned a different probability relative to the information available. Probability, then, is a subjective belief since, “no event has any probability by itself, which means, that any prediction will have different probabilities indifferent contexts, that is, relative to different sets of evidence” (Copi 516). Each observer then is in a position to take in data and is justified in, “… maintaining that beliefs come in varying gradations of strength… [which] can be represented by a subjective probability function” (Cornfield 34) Bayes Theorem is just such a subjective probability function. Furthermore, any observation is may be regarded as evidence, “…when evidentiary relations are relativized to subjective probabilities, the hypothesis under test entails data will be regarded as evidentially relevant by anyone who has not yet made up his mind about the hypothesis or data” (Cornfield 36).  The key point to take away from this discussion is that in can be reasonable to hold a subjective position. Finally let’s apply Bayes Theorem to respond to Unger’s argument the aim being that it is reasonable to use terms in a non-absolute sense. The premise or idea of absolute terms is the crux of Unger’s argument setting up the inapplicability of language. These terms taken in their ‘actual meaning’ are thought not to apply meaningfully to the world. Unger argues that it is correct to use these terms in their absolute meaning and should only be used in this sense. Let’s say that these absolute terms make up a set, the set of terms used in their absolute meaning. Since these words do not apply meaningfully to the world the probability of this set would be 0. This set of ‘absolute terms’ makes logical sense as does the assignments of the probability value of 0. But this set of ‘absolute terms’ should be understood to represent only one instance of the meaning terms. Which is to say that every term which belongs to this may also belong to another set or sets. Now let’s assume that meaning of these terms exist on a gradient, where the absolute sense is at probability 0 and a complete relative sense exists at 1. What I mean by a completely relative sense is a case where an observer assigns an arbitrary meaning to any term that would only be understood or accepted subjectively. I hold that given the connection between truth-functionality and probability it is acceptable to apply Bayes’ Theorem to language. So, conceptually Bayes Theorem may be applied as follows; an observer knows the absolute meaning of a term, this observer also knows that this term does not obtain in the world in this absolute sense. Let’s say this observer is looking at a flat table and questions the meaning of ‘flat’. The observer knows that this table is not absolutely ‘flat’ but still the table seems to be what ‘flat’ would be, lacking bumpiness or curves (at least at the marcoscopic level where he is collecting his evidence). So, the observer updates his belief regarding the term ‘flat’ conceptually it would fall somewhere between the interval of [0,1]. In this way terms, may be used in a meaningful way and one can be reasonable in using the English language.
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